Population Pharmacokinetics of Extended-Infusion Piperacillin-Tazobactam in Hospitalized Patients with Nosocomial Infections
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While extended infusions of piperacillin-tazobactam (TZP) are increasingly used in practice, the effect of infusion on the pharmacokinetic (PK) profile of TZP has not been widely assessed. To assess its effect on the pharmacokinetic profile of TZP, seven serum samples were collected from 11 hospitalized patients who received 3.375 g TZP intravenously for 4 h every 8 h. Population pharmacokinetic models were fit to the PK data utilizing first-order, Michaelis-Menten (MM), and parallel first-order/MM clearance. A population PK model with first-order clearance was fit to the tazobactam PK data. Monte Carlo simulations (MCSs) were used to determine the most effective administration schedule to ensure that free piperacillin concentrations were above the MIC for at least 50% of the dosing interval (50% $fT>MIC$) and to quantify the extent of the nonlinear clearance. The model incorporating parallel linear/MM clearance best fit the piperacillin PK data. The MCSs demonstrated that approximately 50% of the administered piperacillin is cleared by the nonlinear clearance mechanism. The results of the MCSs also revealed that more intensive TZP extended infusion dosing schemes (3.375 to 4.5 g intravenously [3-h infusion] every 6 h) than those commonly used in clinical practice were needed to maximize the 50% $fT>MIC$ for MICs of ≥8 mg/liter. This study suggests that extended infusion of TZP is the most effective method of administration for patients with nosocomial infections. Due to the hyperclearance nature of the hospitalized patient populations studied, more intensive TZP dosing regimens may be needed to maximize $fT>MIC$ in certain hospitalized populations.

Piperacillin-tazobactam (TZP) is a combination of an extended-spectrum β-lactam antibiotic and a β-lactamase inhibitor and is frequently used for nosocomial infections (3, 21). For β-lactam antibiotics, the pharmacodynamic index that best links drug exposure with the observed antibacterial effect is the fraction of the dosing interval in which free drug concentrations are above the MIC (9). Near-maximal effect is generally observed when free concentrations exceed the MIC for at least 50% of the dosing interval ($fT>MIC$ 50%) (12). Although TZP is frequently administered as a rapid infusion, extended infusions of TZP are increasingly used in clinical practice because they facilitate the extension of the $fT>MIC$.

Although the method is more commonplace than rapid infusions, the impact of prolonging the infusion time of TZP on its pharmacokinetic (PK) profile has not been widely assessed. Here, we describe the population pharmacokinetics for both piperacillin and tazobactam among hospitalized patients receiving an extended infusion regimen. The goal was to identify the model that best explained the observed clearance of both piperacillin and tazobactam. When modeling piperacillin, it is important to consider linear, Michaelis-Menten (MM), and parallel first-order/MM models. Piperacillin is cleared via a combination of renal tubular secretion and glomerular filtration (25). While glomerular filtration is a linear process, tubular secretion, via an anion transporter system (organic anion transporting polypeptide 1), is nonlinear (i.e., the transporting’s activity is saturable and has a maximum rate). Understanding the optimal clearance mechanism of piperacillin has important implications for clinical practice. If piperacillin is found to have MM or parallel first-order/MM clearance, then increasing the piperacillin dose may lead to a disproportionate increase in plasma exposure and result in better probability of target attainment or, perhaps, toxicity (4, 22).

Monte Carlo simulation was also used to explore the potential clinical consequences of inherent pharmacokinetic variability in hospitalized patients. In particular, simulation studies were used to explore the potential pharmacodynamic benefits of using an extended infusion, as suggested by Lodise et al. (18), compared to the licensed schedule of administration for 30 min (14). Alternative TZP regimens were also explored in an effort to maximize the probability of target attainment (PTA) against a range of MICs at the higher end of the CLSI susceptibility range for nonfermentative Gram-negative pathogens. Finally, D-optimal design was used to identify the most informative sampling times to generate robust population pharmacokinetic parameter estimates for future studies (26).

MATERIALS AND METHODS

Pharmacokinetic study. Patients who received extended infusions of TZP for suspected or documented nosocomial infections at the Albany Medical Center Hospital (Albany, New York) were eligible for enrollment. This study received approval from the Albany Medical Center Hospital institutional review board. Only patients that resided in the hospital for at least 48 h prior to starting TZP were considered. As standard hos-
injection volume was 5 nM of prodigy; 10/5926 m volume; 4.6 mm by 250 mm) was used. The 4088 AAC.asm.org Antimicrobial Agents and Chemotherapy

D-optimal design and based on a previous population PK model (18). The times for the collection of samples for this study, 2, 4, 4.5, 5, 5.5, and 7 h after the initiation of the infusion, were developed using D-optimal design and based on a previous population PK model (18). The exact time of each 3- to 5-ml sample acquisition was recorded. All blood samples were allowed to clot for 15 min at room temperature and then centrifuged at 2,400 rpm for 10 min. Sera from each sample were separated into vials and stored at −80°C.

**Piperacillin and tazobactam assay.** Total piperacillin and tazobactam concentrations were measured using a previously validated high-performance liquid chromatography (HPLC) method (15). Briefly, drug concentrations were measured using a gradient-controlled pump (model 626; Waters, Milford, MA), an autosampler (WISP 717 plus; Waters), and a UV detector (model sm 4000; LDC Analytical, Riviera Beach, FL). A reverse-phase HPLC column (Bondpak C18 Guard-pak precolumn; Phenomenex prodigy; 10-μm volume; 4.6 mm by 250 mm) was used. The injection volume was 5 μL. A standard curve encompassing 2 to 100 mg/liter and 1 to 50 mg/liter for piperacillin and tazobactam, respectively, was constructed from stock solutions. The internal standard was penicillin G. The following mobile phases were used: A, 90% (vol/vol) HPLC-grade acetonitrile and 10% (vol/vol) sodium phosphate buffer (0.01 M; pH 2.7); B, 100% HPLC methanol; C, 3% (vol/vol) HPLC-grade acetonitrile and 97% (vol/vol) sodium phosphate buffer (0.01 M; pH 2.7); and D, 100% water. The gradient-controlled pump was programmed as 5% of A and 95% of C at 0 to 10 min, 45% of A and 55% of C at 10 to 18 min, and 5% of A and 95% of C at 18 to 22 min. The mobile-phase flow rate was 1.2 ml/min. The wavelength of the UV detector was programmed as 218 nm at 0 to 10 min, 254 nm at 10 to 20 min, and 218 nm at 20 to 22 min. The intra- and interassay coefficient of variation was <5.8% for both compounds. The lower limit of quantification was 1 and 2 mg/liter for tazobactam and piperacillin, respectively.

**Population pharmacokinetic modeling.** All data were analyzed using a population pharmacokinetic methodology. The nonparametric adaptive grid (NPAG) program Pmetrics within the R statistical environment was used (19, 20). The PK data were weighted by the inverse of the estimated assay variance for both piperacillin and tazobactam. A polynomial describing the assay variance, derived from regression of the measured drug concentrations and observed assay variances, was determined. An adaptive scalar (γ) was used which multiplies the polynomial described above and was determined with each cycle to obtain the best approximation to the homoscedastic assumption. The means, medians, and standard deviations of the population parameters were estimated. Bayesian estimates for the parameters (using the "population of one" utility in NPAG) for each patient were also obtained. Scatter plots of observed versus pre-

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (yr)</td>
<td>44.7 ± 12.5</td>
</tr>
<tr>
<td>Male (no. [%])</td>
<td>7 (64)</td>
</tr>
<tr>
<td>Body wt (kg)</td>
<td>78.0 ± 22.1</td>
</tr>
<tr>
<td>Ht (m)</td>
<td>1.90 ± 0.23</td>
</tr>
<tr>
<td>ICU admission (no. [%])</td>
<td>7 (64)</td>
</tr>
<tr>
<td>Creatinine clearance (ml/min)</td>
<td>122.0 ± 35.0</td>
</tr>
</tbody>
</table>

*All patients were white.*

**TABLE 1 Clinical characteristics of 11 patients**

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Mean</th>
<th>SD</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (yr)</td>
<td>44.7</td>
<td>12.5</td>
<td>20–58</td>
</tr>
<tr>
<td>Male (no. [%])</td>
<td>7 (64)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Body wt (kg)</td>
<td>78.0</td>
<td>22.1</td>
<td>38.1–122.5</td>
</tr>
<tr>
<td>Ht (m)</td>
<td>1.90</td>
<td>0.23</td>
<td>1.50–2.15</td>
</tr>
<tr>
<td>ICU admission (no. [%])</td>
<td>7 (64)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Creatinine clearance (ml/min)</td>
<td>122.0</td>
<td>35.0</td>
<td>77.4–169.1</td>
</tr>
</tbody>
</table>

**TABLE 2 Piperacillin population pharmacokinetic parameter estimates obtained by Pmetrics**

<table>
<thead>
<tr>
<th>Model and drug</th>
<th>Parameter and result (mean ± SD)</th>
<th>Vm (liter)</th>
<th>Kmax (mg/h)</th>
<th>Vc (liter)</th>
<th>Vm (mg/liter)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>18.90 ± 9.19 (16.41)</td>
<td>10.75 ± 20.31</td>
<td>5.96 ± 11.77 (20.31)</td>
<td>5.81 ± 11.77 (20.31)</td>
<td>5.81 ± 11.77 (20.31)</td>
</tr>
</tbody>
</table>

CL is clearance; MM is Michaelis-Menten.
determined piperacillin concentrations were examined for individual patients and for the population as a whole. The fit of each of the structural models to the data were assessed in the following way: (i) the log-likelihood value; (ii) the coefficients of determination \( r^2 \) from regression of the observed-predicted plots before and after the Bayesian step; and (iii) the Akaike information criterion (AIC) \( \text{AIC} \) (1). Statistically significant differences between models were determined by assessing twice the difference in log-likelihood values against a \( \chi^2 \) distribution with the appropriate number of degrees of freedom (i.e., difference in parameter number for the respective models).

For piperacillin, three two-compartment structural mathematical models were evaluated: (i) elimination as a first-order process (equation 1); (ii) an MM process alone (equation 2); and (iii) an MM process with parallel first-order elimination (equation 3). The reason for the model choices is based on the known drug handling of piperacillin. The drug is known to be cleared by glomerular filtration, which is a linear process. It is also known to be tubularly secreted, which is an inherently MM process. The goal here is to determine the amount of drug clearance due to the MM and linear clearance processes.

\[
\begin{align*}
\frac{dX_1}{dt} &= R(1) - (S_{Cl} / V_c + K_{cp}) \times X_1 + K_{pc} \times X_2 \quad (1) \\
\frac{dX_2}{dt} &= R(1) - \left[ V_{\text{max}} \left( \frac{K_m}{V_c} + X_1 \right) + K_{cp} \right] \times X_1 + K_{pc} \times X_2 \quad (2) \\
\frac{dX_1}{dt} &= R(1) - \left[ V_{\text{max}} \left( \frac{K_m}{V_c} + X_1 \right) + K_{cp} \right] \times X_1 + K_{pc} \times X_2 \quad (3) \\
\frac{dX_2}{dt} &= K_{cp} \times X_1 - K_{pc} \times X_2 \quad (4)
\end{align*}
\]

X1 and X2 are the amounts of piperacillin (in milligrams) in the central compartment and peripheral compartment, respectively. \( R(1) \) represents the infusion of drug, \( S_{Cl} \) (liters per hour) is the clearance, and \( V_c \) is the volume of the central compartment (liters). \( V_{\text{max}} \) is the maximum rate of enzyme activity (milligrams per hour), and \( K_m \) is the concentration of piperacillin where enzyme activity is half maximal (milligrams per liter). \( K_{cp} \) and \( K_{pc} \) are the first-order intercompartmental rate constants.

For tazobactam, only a first-order elimination model was assessed. The ordinary differential equations for this model were the following:

\[
\begin{align*}
\frac{dX_1}{dt} &= R(1) - (S_{Cl} / V_c + K_{cp}) \times X_1 + K_{pc} \times X_2 \\
\frac{dX_2}{dt} &= K_{cp} \times X_1 - K_{pc} \times X_2
\end{align*}
\]

where \( X_1 \) and \( X_2 \) are the amounts of tazobactam (in milligrams) in the central compartment and peripheral compartment, respectively.

**Monte Carlo simulation.** Each Monte Carlo simulation was performed using a 5,000-subject simulation. The mean parameter vector and the full covariance matrix from the population PK analysis was embedded in subroutine PRIOR of the ADAPT 5 program (10, 11). Both normal and log-normal parameter distributions were explored in the simulations and distinguished on the ability to recapitulate the original parameter values and their dispersions.

As an additional method for assessing the overall fit of the models to the PK data, 5,000 subject simulations of 3 g of piperacillin administered for 4 h every 8 h was performed using each of the three mathematical models: (i) first-order process; (ii) an MM process alone; and (iii) an MM process with parallel first-order elimination. For each mathematical model, the median, 5th-percentile, and 95th-percentile concentrations for the population were identified for piperacillin at the beginning and end of drug administration and every 15 min throughout the ninth dosing interval (steady state). The observed patient data were simultaneously plotted with the simulated concentration-time curves. The fidelity by which the concentration-time curves mirrored the raw data were assessed by visual inspection.

To compare the amount of piperacillin removed during 24 h according to the clearance terms in the parallel linear/MM, 5,000-subject simulations were performed using 3 doses of 4 g of piperacillin administered during either 30 min or 4 h every 8 h for both models. The amount of piperacillin cleared by each of the clearance mechanisms was assessed using the differential equations below. Equations 7 and 8 were used to determine the amount of drug cleared by the MM and linear clearance mechanisms, respectively. Additionally, for the parallel linear/MM model, the time the piperacillin concentration was above the Michaelis-Menten constant during the third dosing interval was determined.

\[
\begin{align*}
\frac{dX_1}{dt} &= \left\{ V_{\text{max}} \left( \frac{K_m}{V_c} + X_1 \right) \right\} \times X_1 \quad (7) \\
\frac{dX_2}{dt} &= (S_{Cl} / V_c) \times X_1 \quad (8)
\end{align*}
\]

Finally, for the overall best-fitting model, 5,000-subject simulations were performed using 3 or 4 g of piperacillin administered for 30 min or for 4 h every 8 h and 3 or 4 g of piperacillin administered for 30 min or for 3 h every 6 h. For each regimen, the fraction of simulated subjects who achieved the pharmacodynamic target of 50% \( \text{MIC}_{>}\text{TIC} \) for a range of MICs from 0.5 to 128 mg/liter was determined.

**Optimal sampling schedule.** The optimal sampling times, following the first dose and at steady state (9th dose), for an infusion of 4 g of piperacillin and 0.5 g of tazobactam administered for 30 min or for 4 h every 8 h were investigated. The multiple-model file from the output of NPAG was used. The parallel linear/MM PK model was used. Each of the parameter vectors was utilized in a D-optimal design analysis using the ADAPT 5 program (11). The optimal sampling points were then weighted by their probability and presented in a histogram as previously described by Tam et al. (26). Summation of the D-optimal design analysis for each support point allowed delineation of optimal sampling times for the population. Each of the sampling times optimally identifies a parameter within the structural model. This process was performed for both the first dose and a steady-state sampling schedule for both piperacillin and tazobactam.
RESULTS

Pharmacokinetic study. Between February and July 2005, 11 patients were enrolled with a mean age of 44.7 ± 12.5 years. Mean height and weight were 1.90 ± 0.23 m and 78.0 ± 22.1 kg, respectively. All patients were Caucasian, and 7 (64%) were male. Receipt of TZP during intensive care unit (ICU) stay occurred in 7 (58.33%) patients. Mean baseline creatinine clearance was 122 ± 35 ml/min. The demographics and clinical characteristics are displayed in Table 1. A total of 71 plasma concentrations were obtained after multiple dosing from 11 individuals.

Population pharmacokinetic modeling. The means, medians, and standard deviations of the population parameter estimates for the three models are shown in Table 2. The goodness of fit for each of the four models to the data was comparable. The log-likelihood values, Akaike information criterion, and outputs from the regression of observed versus predicted values after the Bayesian step, including the coefficients of determination ($r^2$), are shown in Table 3.

For the linear model fitted to the piperacillin data, a linear regression of the observed-predicted plot for each patient after the Bayesian step revealed the following: observed = 1.01 $\times$ predicted + 0.653; $r^2 = 0.918$. The following was revealed for the MM model: observed = 0.992 $\times$ predicted + 0.945; $r^2 = 0.94$. For the parallel first-order/MM model, the regression line was the following: observed = 1.000 $\times$ predicted + 0.822; $r^2 = 0.939$. The log-likelihood values were $-169.41$, $-156.86$, and $-154.54$ for the linear, MM, and parallel first-order/MM models, respectively. Evaluation of the log-likelihood values against a $x^2$ distribution, with the appropriate number of degrees of freedom, revealed $P < 0.005$ for the MM and parallel first-order/MM models compared to the linear model (i.e., differences in the log-likelihood values were statistically significant despite the larger number of parameters). The Akaike information criterion was 184.41, 177.86, and 182.54 for the linear, MM, and parallel first-order/MM models, respectively.

For tazobactam, linear regression of the observed-predicted plot for each patient after the Bayesian step revealed the best-fit regression line of observed = 1.03 $\times$ predicted – 0.009; $r^2 = 0.908$. The log likelihood and AIC were $-51.78$ and 66.78, respectively. The population estimates for tazobactam clearance and volume of distribution were 15.16 liters/h and 21.13 liters, respectively. The means, medians, and standard deviations of the population parameter estimates for tazobactam clearance and volume of distribution were 15.16 liters/h and 21.13 liters, respectively. The population estimates for tazobactam clearance and volume of distribution were 15.16 liters/h and 21.13 liters, respectively.

Monte Carlo simulation. (i) Observed versus simulated concentration-time profiles. The three mathematical models, (i) a first-order process, (ii) an MM process alone, and (iii) an MM process with parallel first-order elimination, were compared using a 5,000-subject simulation of 3 g of piperacillin administered for 4 h every 8 h. The mean population parameter values and their SD for piperacillin, using a log-normal distribution, were readily recapitulated. Figure 1 shows the median, 5th-percentile, and 95th-percentile piperacillin concentrations for the population generated by each model alongside the observed patient data. Visual inspection shows the parallel linear/MM model most accurately represented the observed data.

(ii) Comparison of amount of piperacillin removed by the clearance terms in the parallel linear/MM model. Following administration of 3 doses of 4 g of piperacillin for 4 h every 8 h, a median (%; ±SD; range) of 5.33 g (45.75%; ± 2.10 g; 0.33 to 11.23 g) was cleared by the MM mechanism, and a median (%; ±SD; range) of 6.31 g (54.25%; ± 2.14 g; 0.41 to 11.64 g) was cleared by the linear mechanism. The mean (±SD) portion of the third dosing interval in which the total piperacillin concentration was greater than the Michaelis-Menten constant was 18.84% ± 24.43% for the third dose of 4 g of pipera-
piperacillin administered during 4 h and was 22.05% ± 16.67% for 4 g of piperacillin administered during 30 min. However, 2,674 and 625 patients administered 4 g of piperacillin for 4 h and 30 min, respectively, never had a piperacillin concentration above the Michaelis-Menten constant.

(iii) Probability of target attainment analyses. Although there were no significant differences in log-likelihood values and AIC between the MM and parallel linear/MM models, the parallel linear/MM models were used for the PTA analyses based on the results of the observed versus simulated concentration-time profile plots. Also, this model is best supported by the known physiology. The results of the PTA analyses for piperacillin are displayed in Fig. 2. Infusion of 4 g of piperacillin, during 3 or 4 h every 6 or 8 h, results in a PTA of more than 98% for organisms with MICs of $\leq 8$ mg/liter. For pathogens with a MIC of 16 mg/liter, the PTAs were 81 and 59% for 3 g piperacillin administered for 3 or 4 h every 6 or 8 h, respectively, and 51 and 27% for 3 g piperacillin administered for 30 min every 6 or 8 h, respectively.

Optimal sampling schedule for future studies. Summation of the D-optimal design analysis for each support point, following weighting by their probability, allowed identification of 6 sample time points (Fig. 3). For 4 g piperacillin–0.5 g tazobactam administered for 4 h every 8 h, the sampling time points should be 1.0, 3.25, 4.5, 5.25, 7.25, and 8 h after the initiation of the first dose and 0.25, 1.75, 4.0, 4.75, 6.0, and 7.75 h after initiation of the dose at steady state (Table 4). For 4 g piperacillin–0.5 g tazobactam administered for 30 min every 8 h, the sampling time points should be 0.25, 1.0, 2.25, 3.25, 5.50, and 7.25 h after initiation of the first dose and 0.25, 0.75, 2.0, 3.75, 4.5, and 6.25 h after initiation of the dose at steady state.

DISCUSSION
Analysis of this cohort of hospitalized patients receiving extended infusions of TZP found that use of a population model for piperacillin with a parallel linear/MM clearance term best described the

FIG 2 Results of the Monte Carlo simulation with the fractional target attainments against a range of MICs were determined for the following regimens: 4 g piperacillin administered intravenously (i.v.) for either 30 min or 4 h every 8 h as well as for 30 min or 3 h every 6 h (A), and 3 g piperacillin administered i.v. for either 30 min or 4 h every 8 h as well as 4 g piperacillin administered i.v. for 30 min or 3 h every 6 h (B).
observed data. After the Bayesian step, the predictive performances of the MM and parallel linear/MM model were statistically superior to the linear model. Although there were no significant differences in log-likelihood values and AIC between the MM and parallel linear/MM models, the results of the observed versus simulated concentration-time profile plots (Fig. 1) clearly demonstrated that the parallel linear/MM model best fit the data. For these reasons, the parallel linear/MM model was used for the PTA simulations and the D-optimal design. The superiority of a nonlinear clearance structural model for piperacillin is consistent with the findings of several previous studies and contradictory to others (2, 5, 6, 18, 23, 28). While there is support in the literature for both clearance structures, the parallel linear/MM model is more physiologically plausible, as piperacillin is cleared via both linear glomerular filtration and nonlinear tubular secretion. Quantification of the nonlinear clearance demonstrated that, on average, just under half of the administered dose is cleared by the MM mechanism with both extended and intermittent dosing. Furthermore, the results of the simulations indicated that, on average, concentrations exceeded the $K_m$ for about 20% of the dosing interval with both infusion methodologies. While these findings do not represent a major concern for the TZP dosing schemes currently used in clinical practice, the presence of a saturable clearance mechanism for piperacillin will be an important consideration if more intensive TZP dosing schemes (>16 g of piperacillin/day) are contemplated (4, 22). Further study of TZP pharmacokinetics following dosage escalation and in different study populations is required to confirm these observations.

With regard to the parallel linear/MM model, the population estimates for the volume of distribution and clearance in our study were similar to those observed in patients with sepsis by Roberts et al. (23) but higher than those of other population analyses (2, 5, 18). The enhanced or hyperdynamic clearance conditions observed in our study were largely driven by the high average creatinine clearance observed among the patients included in our study. This is not the first time this hyperclearance phenomenon among hospitalized patients has been described (7, 8, 13, 27). In keeping with other pharmacokinetic studies of critically ill pa-

<table>
<thead>
<tr>
<th>Drug regimen</th>
<th>Optimal timing (h after dosage initiation) of:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First dose</td>
</tr>
<tr>
<td>Piperacillin (4 g) administered for 30 min</td>
<td>0.25 0.75 2.25 4.00 4.75 6.50</td>
</tr>
<tr>
<td>Tazobactam (500 mg) administered for 30 min</td>
<td>0.25 1.00 2.25 3.25 5.50 7.25</td>
</tr>
<tr>
<td>Piperacillin (4 g)-tazobactam (500 mg) administered for 30 min</td>
<td>0.25 1.00 2.25 3.75 5.25 6.75</td>
</tr>
<tr>
<td>Piperacillin (4 g) administered for 4 h</td>
<td>1.00 4.25 5.75 6.25 7.25 8.00</td>
</tr>
<tr>
<td>Tazobactam (500 mg) administered for 4 h</td>
<td>0.75 2.25 3.50 4.25 7.00 8.00</td>
</tr>
<tr>
<td>Piperacillin (4 g)-tazobactam (500 mg) administered for 4 h</td>
<td>1.00 3.25 4.5 5.25 7.25 8.00</td>
</tr>
</tbody>
</table>

*Values in bold represent a composite time point for sampling combinations of piperacillin at 4 g and tazobactam at 500 mg.*
patients, we observed significant variability, with a coefficient of variation of around 50% for the population pharmacokinetic parameters (24).

The consequences of the enhanced clearance or hyperclearence of piperacillin observed in our hospitalized patient study cohort were readily apparent in the Monte Carlo simulations. The simulation suggests that for a pathogen with a MIC of ≤8 mg/liter, an extended infusion of 4 g of piperacillin administered for 6 or 8 h reaches an acceptable probability of target attainment rate of >98%. Extended infusions, administered every 6 or 8 h, reach a satisfactory target attainment of 94 and 82%, respectively, for a MIC of 16 mg/liter. However, intermittent administration of 4 g piperacillin, for 6 or 8 h, only reaches satisfactory target attainments for the most sensitive of organisms. Collectively, the results of the Monte Carlo simulations suggest that changing medical practice from bolus dosing to an extended infusion would improve target attainment rates dramatically for organisms with a MIC of ≤16 mg/liter. More importantly, the results of the simulations suggest that more intense extended-infusion TZP dosing regimens (3.375 to 4.5 g intravenously [3-h infusion] every 6 h) than those commonly used in clinical practice (3.375 to 4.5 g intravenously [4-h infusion] every 8 h) are required to maximize ft>MIC for higher MICs, especially in patients with augmented clearance of piperacillin. While it is customary to make dose reductions in patients with renal impairment, there are no such recommendations for individuals with enhanced glomerular filtration rates. Further pharmacokinetic studies are sorely needed to determine the most optimal dosage regimens in patients who present with augmented renal clearance. When designing these PK studies in patients with augmented renal clearance, the models should include a term to account for the potential nonlinear clearance of piperacillin.

Based on the best available data to date, the results of tazobactam simulations show that dosing every 8 h provides reasonable concentrations against β-lactamase-producing bacteria. Although data are very limited, in vitro experiments suggest that the antibacterial activity of piperacillin-tazobactam is lost when the inhibitor concentrations fall below a critical threshold of 4 mg/liter (16, 17). While daily areas under the curves were similar between intermittent and extended dosing schemes, the Monte Carlo simulations demonstrated that the period of time the tazobactam concentration is above 4 mg/liter is longer when an extended infusion is used as the method of administration (data not shown). While these results are reassuring, the pharmacodynamic target and its relationship to tazobactam pharmacokinetics are not well understood and require further elucidation.

In conclusion, we have shown that a population model based on parallel linear/MM clearance best describes the observed data. The population estimates are consistent with previous studies but show large interpatient variability. Monte Carlo simulation suggests that TZP at 4.5 g administered for 3 h every 6 h can be used to successfully treat organisms with a MIC of ≤16 mg/liter. However, there remain unanswered questions regarding the pharmacodynamic target of β-lactamase inhibitors and the impact that using extended infusion may have on β-lactamase-β-lactamase inhibitor interactions. Further clinical trials and in vitro experiments are required to answer these questions. By providing the optimal sampling schedule from our D-optimal design analysis, we hope that future pharmacokinetic clinical trials are designed to capture the most accurate population estimates for both piperacillin and tazobactam with the minimal number of sampling time points.
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